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Unbounded Precision Computation L\ iiE
Cincl. asym. runtime |@Lslullle

Functions J[tl?olytime

10N

e guaranteed behavior, closed under composi

g 2012 THE ALAN TURING YEAR
| ‘\

A Centenary Celebration of the Life and Work of Alan Turing

Computability and Complexity in Analysis (CCA)
Theoryof (approximate) real somputing
withprescribable absolute outputerror 27,

== c.g. "P versus NP",

quant. Topology

Stephen A. Cook's
(oSt two PhD students /

Recursion Theory,

(qual.) Topology
Weihrauch School”
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Computable Real Functions = =

A Functions in Polytime

A computable
function must
be continuous

'
!
'
'

X[JR computable= [x-a/2"1<2™" for recursive(a,)[1Z
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Real Function Complexity " -weo
Function f:[0,1] =R computable [in time t(n)TP"/g
<

-

if some TM can, on input of nLIN and of

[(am) Z With ‘X-qﬂ/2m+1‘<2m] (Ep D.-Name) =
in time t(N) output bZ with [f(X)-b/2m1<2n, %
Examples: a) +, x, exp polytime on [0,1]! | B
b) f(X)=X,, 4" iff LCNO,1}" polytime-decidable
c) $dn(e¢deaisidehdtraencpotpbtable @
"Observation i) If f computable = continuous.

ii) If f computable in time t(n), then
M(n+2) is a modulus of uniform continuity of f.

PUEEN

D, :={ki2":kez }, D= |J D, dyadic rationals

A4
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Effects in Real Complexity

= Consider multivalued 'functions’ yith
= additional discrete data (‘enrichment’).

Example cl1): expnot computable on entire R,

c2) Evaluation (f,X) - f(X) is not computable
in time depending only on output precision n.

Example b): Given real symmetric dxd
matrix A, find an eigenvector: incomputable;
but computable when knowing Carda(A) [z+B'04]

=parameterized real comple

Example a) TeStS fOr In- =t \\) Sl SIEL/E
/equality are undecidable [(EeElEEVINEREISE
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Nonuniform Complexity of Operators® " b\t

<=

f:[0,1]-10,1] polytime computable (= continuous)

e Max: f - Max(f): x - max{ f(1): tﬁmg
Max(f) computable in exponential tirhe, Q
bolytime-computable iff P=N7P éven_wheﬁé
: , restricting |3

o[of = Ifix = [ F(2) dt to fOC* %
,'f computable in exponential time€; but f(_"‘ 25
holytime-computable iff P=#p |analytic f =

\polytime /®
 dsolve: C[0,1X[-1,1] OOf - z Z(H)=f(t,2), z(0)=0"

in general no computable z
for fOOC! polytime-computable iff P=PSPACE
for fOCK between CH and PSPACE
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Representing Power Series

——{_incomputable [ZhWe'01] | Funciions n Bolyiine
- - 1/
Zj@Z e radius of convergence®:1/hmsug IC [+

—_—

o tovO<@<R exist CLN: |g|<C/r (Cauchy- )
e N [[K):>1/log(r) = @(1/(r-1)) bl']':‘aa
e tail bound [\ ¢ 2| < C-(l/r)N/(1-[zfIr)
Complexity uniform in |7<1:(i.e. R>1)

Convergence degrades es as r - 1; quantitatively?

Theorem 1: Represent series 2. C Z with R>1
as [a (Psg“-name of] (¢) and K,CLN as above.
The following are uniformly computable in time
polyn. in n+K+log(C): i) eval, ii) sum, iii) product,
IvV) derivative, v) anti-derivative, vi) max on [a,D]
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Uniformly Polynomial Time @ s
Operations on Power Series ... o

Functions in Polytime
D ﬂz e radius of convergence R—llllmsug |Cy|1J

—_—

o to 0<r<R exist C . |c[<C/n!
e N [[K):>1/log(r) = @(1/(%
e tail bound |ZBN ¢ Z|<C (RIMNI(2-Z1r)
Proof (Sketch, i >21K

ENZK-(H(HOQ K)+|())g(r: ° |ZJ>N C 2| < C.2NK.p.K <2- n}
Theorem 1: Represent series Zj C Z with R>1
as [a (Psg“-name of] (¢) and K,CLN as above.
The following are uniformly computable in time

polyn. in n+K+log(C): i) eval ii) sum, iii) product,
IvV) derivative, v) anti-derivative, vi) max on [a,D]




& f"l TECHNISCHE

é,\i 79

Uniformly Polynomial Time ¢ o
Operations on Power Series . ..
> ﬂz e radius of convergence R‘l/l|rFru1nSthJni:}n|p((§yi|£nJe
o to 0<r<R exist C N: |g|<C/r)
« N [R):= 1/log(r) = ©(1/(r-1))_bina

‘Proof (Sketch, iv): ¢'=(+1) C,+1
¢ [<C’ I C' not contlnuously computable
_|'kC'Vr - Ci2C-(1+XK/e In2)  K':=2K
Theorem 1: Represent series 2 C Z with R>1
as [a (Psg“-name of] (¢) and K,CLN as above.
The following are uniformly computable in time
polyn. in n+K+log(C): i) eval, ii) sum, iii) product,
iv) derivative v) anti-derivative, vi) max on [a,D]

—_—

/
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Uniformly Polynomial Time ¢ i
Operations on Power Series ... o

Functions in Polytime
D ﬂz e radius of convergence R—llllmsug |Cy|1J

e to O<r<R exist C

'Proof (Sketch, vi): Y1 X appg to 2= g/2
d(a,by.ry,....ry ="k x=a 0 x<b”0] ZJ<N X >y
[Fquant. FO sentence over R with Z coefﬂaents
iTal‘Ski] = quant.-free FO WY comput. in poly_tim9
Theorem 1: Represent series Zj ¢, 2 with R>1
as [a (Psg“-name of] (¢) and K,CLN as above.
The following are uniformly computable in time
polyn. in n+K+log(C): i) eval, ii) sum, iii) product,
IvV) derivative, v) anti-derivativevi) max on [a,b]

2
Iy}
A
A
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Maximizing Analytic
Functions in Polytime

Definition: C¥0,1] :={ f;[0,1] >R restriction of
complex differentiable g:U - C, [0,1]JULCIC open }

A U =SS CEY B Theorem 2: These
.@jN blnary: RL |:| U \\ e e mutually pOlyn.—
e (GLIN unary Z[IR : |9(2)|<G. @l lR= [NIZIEal:

[ 2nd order representation

Equival.: {JC?[0)\l]land [F,LON OxOj: fO(x)|<F-U
e real sequence[f(d)dDD]andCFIN binary, (L] N unary
Equival: f finitely many local power series on [0,1]

24 G2l LM RS VESKIIN: e f<Cofrd

Theorem 3: On C%¥0,1], i) eval ii) sum ... vi) max

Real Analytic Functions on [0,1]

are computable within parameterized polyn. time
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Conclusion and Perspectives
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Maximizing Analytic

Functions in Polytime

For the space of real analytic functions, presented

e uniform strengthenings of previous algorithms

e with parameterized upper complexity bounds

e and specification of (additional discrete) data
i.e. function interface declarations

e Actually implement the algorithmsg
e Quantitatively refine parameterized
polytime upper complexity bounds %
e multivariate power series? Gevrey?
e Devise new approaches (e.g. to solving ODESs)
e Collaboration of CCA and Interval communities!

G



Reliable Implementation of
Real Number Algorithms:
Theory and Practice
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